results will show whether our prior beliefs are in concordance with what the data show or whether the data are strong enough in the other direction to overwhelm our prior beliefs. It is, philosophically, moving more toward thinking about whether a result fits with our clinical thinking and helps incorporate clinical thinking into the analysis.

One final point pertains to the concerns among researchers and clinicians alike that wholesale abandonment of \( P \) values will result in a chaotic situation wherein the end users of evidence are left not knowing who or what to trust, akin to a lawless frontier town where the sheriffs have abandoned their post.\(^4,5\) This concern can be mitigated by, instead, focusing on the effect estimate and its uncertainty, an output that is obtained in conjunction with the \( P \) value but often not reported. In fact, effect estimates are more directly related to clinical decision-making,\(^4\) as they help us understand what degree of effect an intervention will have on our patient and what the expected range of response is.\(^5\) This suggestion is precisely in line with the suggestion by Visintainer\(^1\) to adopt confidence intervals and does not require more sophisticated statistical understanding or analysis.

As statistical understanding has advanced, and statistical education has been increasingly incorporated into surgical training in academic programs, we have the opportunity to adopt more appropriate methodologic techniques to answer our clinical questions, communicate the answers we find, and, ultimately, bring improvements to patient care. As surgeons, we are experienced in innovating and adopting new technologies, and, similarly, we must be prepared to move beyond our historical reliance on \( P \) values to more nuanced analyses of surgical data.
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**Commentary: Can I trust the \( P \) value?**

Aaron J. Weiss, MD,\(^a\) and Anelechi C. Anyanwu, MD, FRCS\(^b\)

It has been 15 years since physician-scientist and “scourge of sloppy science”\(^1\) Dr John Ioannidis published his seminal paper titled “Why Most Published Research Findings are False.”\(^2\) In it, he proclaims that, “Several methodologists have pointed out that the high rate of nonreplication (lack
of confirmation) of research discoveries is a consequence of the convenient, yet ill-founded strategy of claiming conclusive research findings solely on the basis of a single study assessed by formal statistical significance, typically for a P-value less than 0.05. Research is not most appropriately represented and summarized by P-values, but, unfortunately, there is a widespread notion that medical research articles should be interpreted based only on P-values.1,2

The obsession with P values and statistical significance has persisted over the years despite many evidence-based pleas to the contrary published in pan-specialty journals such as Nature,3 New England Journal of Medicine,4 and The American Statistician.5 In the April 2021 issue of the Journal, Steven Staffa and David Zarakowski once again comment on the widespread troubles that result from P value misuse and overuse.3 They provide examples of the inappropriate use of P values for 3 commonly performed statistical analysis designs in clinical-level cardiothoracic surgery research, as well as guidance for appropriate practice. Although the authors provide valuable direction, further systematic efforts to curtail P value misuse that were not covered might include incorporating standardized education for resident training in statistical analysis and research design. Such concepts as uncertainty and reproducibility, and the value of involving trained statisticians in the early stages of study design to appropriately pair statistical design with the research question and study workflow, are also important.

Unfortunately, despite the best intentions of Staffa and Zarakowski, as well as the additional suggestions provided above, P value and statistical significance abuse will likely continue due to the overexpansion of journals and the academic culture of quantity, rather than quality, inherently tied to career promotion. What additional efforts can then be made at the reader level to help provide solutions to these problems? How can the average cardiothoracic surgeon reading a manuscript make a critical appraisal of the study, the measurement of effect, and the attributed P value?

To tackle this problem at the reader level, we propose a checklist of questions titled “Can I trust the P value?” (Table 1) that readers should consider when appraising published studies. This list is intended to be a roadmap for the individual cardiac surgeon to follow to decide for themselves whether the study results reflect clinically relevant data and whether reported differences are translatable to their everyday practice. This is by no means an exhaustive list, and we invite individuals to go beyond the proposed checklist in their understanding of research study design and statistical analysis and how it may uniquely apply to each publication.

Our checklist is meant to stimulate the individual reader to systematically evaluate the nature of the P values being reported and then consider the context in which these were parlayed into inference. However, it must be stressed that rejecting the null hypothesis based on a P value does not mean that the null hypothesis is indeed false and that any effect seen is causal; for example, increased use of mobile phones may be associated with increased prevalence of obesity, but this does not mean that mobile phone use causes obesity. Sometimes the study methodology may result in increased chances that the null hypothesis is inappropriately rejected. Likewise, when the null hypothesis is not rejected (traditionally if \( P > .05 \)), this does not necessarily mean the null hypothesis is true.

The P value itself is a probability based on a null hypothesis, as opposed to an absolute truth, and requires interpretation in the context of the study methodology. The more “no” answers in our checklist (Table 1), the less robust the interpretation of the P value. Readers should also be aware that the clinical effect being assessed might not be appropriately reflected in a null hypothesis. For example, there is a distinction between a null hypothesis that states there is no difference in the myocardial infarction rate between group A and group B versus a null hypothesis that states there is no difference in the troponin level between

---

**TABLE 1. Can I trust the P value?**

<table>
<thead>
<tr>
<th>Question</th>
<th>Yes/no</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Is there a research hypothesis that includes the effect under study?</td>
<td></td>
</tr>
<tr>
<td>2. Is the study design appropriate to answer the question or measure the effect being qualified by the P value?</td>
<td></td>
</tr>
<tr>
<td>3. Does the study methodology exclude or adjust for major sources of bias and confounding?</td>
<td></td>
</tr>
<tr>
<td>4. Are the study subjects representative of those in a wider population?</td>
<td></td>
</tr>
<tr>
<td>5. Are the treatments and surgical techniques reproducible and generalizable?</td>
<td></td>
</tr>
<tr>
<td>6. Has the effect tested by the P value been measured and defined in an appropriate and standardized fashion?</td>
<td></td>
</tr>
<tr>
<td>7. Is the effect, magnitude of effect, and direction of effect, measured by the P value clinically relevant?</td>
<td></td>
</tr>
<tr>
<td>8. Does the measurement of effect have acceptable precision (confidence boundaries)?</td>
<td></td>
</tr>
<tr>
<td>9. Does the P value suggest a high probability that the null hypothesis is false?</td>
<td></td>
</tr>
</tbody>
</table>

If the answer is “yes” for all, then it is reasonable to reject the null hypothesis and assume that the statistical test identifies an association that is most probably real.
group A and group B. Even if myocardial infarction is defined based solely on troponin, the latter hypothesis using a more sensitive numerical scale is more likely to be rejected (P < .05) than the former, because the former uses a more clinically relevant categorical scale (either you have a myocardial infarction or you do not). Thus, the same set of data can produce different results on influence of treatment type on myocardial infarction depending on how the null hypothesis was framed.

A sustained and complementary effort must be made by individual readers, researchers, and journals alike to hold ourselves to a higher standard and prevent the rampant P value misuse and overuse plaguing our field. We must refrain from the motivations that prioritize searching for statistical significance in the absence of clinical relevancy and must strive for scientifically robust and reproducible underlying relationships that can be translated to the bedside to help care for our patients. For far too long, the “tool has become the tyrant,” and it is time for us to be the sharper tools in the shed.
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